CHAPTER 1

LINEAR ALGEBRA

MATRIX

A set of mn number (real or imaginary) arranged in the
form of a rectangular array of m rows and n columns
is called an m X n matrix. An m X n matrix is usually
written as

Ay g &z Gy

gy Ay Qo3 . Q9
A — . . . . E

U1 o Q3 . Ay

In compact form, the above matrix is represented by
A= [aij]mxn or A= [aij]‘

The numbers a5, a9, ..., a,,, are known as the ele-
ments of the matrix A. The element a, belongs to i
row and j* column and is called the (i)™ element of

the matrix A = [ai]- .

Types of Matrices

1. Row matrix: A matrix having only one row is
called a row matrix or a row vector. Therefore, for
a row matrix, m = 1.

For example, A = [1 2 —1] is a row matrix with
m = 1and n = 3.

2. Column matrix: A matrix having only one
column is called a column matrix or a column
vector. Therefore, for a column matrix, n = 1.

2
For example, A =|3| is a column matrix with
1

m=3and n=1.

3. Square matrix: A matrix in which the number
of rows is equal to the number of columns, say n, is
called a square matrix of order n.

For example, A = is a square matrix of

order 2.

1
3 4
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. Diagonal matrix: A square matrix is called a

diagonal matrix if all the elements except those in
the leading diagonal are zero, i.e. a; =0 for all 7 = j.

1 0 0
For example, A=|0 5 0/ is a diagonal matrix
0 0 10

and is denoted by A = diag|1, 5, 10].

. Scalar matrix: A matrix A = [g;],,, is called a
scalar matrix if
(a) a; =0, for all ¢ = j.
(b) a;; = ¢, for all i, where ¢ = 0.
5 0 0
For example, A=|0 5 0| is a scalar matrix of
0 0 5

order 5.

. Identity or unit matrix: A square matrix A =

(@] p 18 called an identity or unit matrix if
(a) a; =0, for all i = j.
(b) a;; =1, for all 4.

For example, A = \(1) (; is an identity matrix of

order 2.

. Null matrix: A matrix whose all the elements are

zero is called a null matrix or a zero matrix.

is a null matrix of order

For example, A = lo

00
2 x 2.

. Upper triangular matrix: A square matrix
A = [a;] is called an upper triangular matrix if
alj:Ofori>j.

1 2 6 3

0 5 7 4| . .
For example, A = 0 0 g 3 18an upper tri-

0 0 0 2

angular matrix.

. Lower triangular matrix: A square matrix A =

[a;] is called a lower triangular matrix if a;; = 0 for
i < .

For example, A = is a lower trian-

W O N =
~N o ot o
O O O
w o o o

gular matrix.

Types of a Square Matrix

1. Nilpotent matrix: A square matrix A is called a

nilpotent matrix if there exists a positive integer n
such that A" = 0. If n is least positive integer such

that A™ = 0, then n is called index of the nilpotent
matrix A.

. Symmetrical matrix: It is a square matrix in

which a; = a; for all 4 and j. A symmetrical matrix

is necessarily a square one. If A is symmetric, then
AT = A

= Ot N
D =W

1
For example, A = |2
3

. Skew-symmetrical matrix: It is a square

matrix in which a;; = —ay for all and j. In a skew-
symmetrical matrix, all elements along the diago-
nal are zero.

0 2 3
For example, (2 0 4.
340

. Hermitian matrix: It is a square matrix A in

which (i, /)™ element is equal to complex conju-
gate of the (j, i)™ element, i.e. a; =ay for all
i and j. A necessary condition for a matrix A to be
Hermitian is that 4 = Ae, where A% is transposed
conjugate of A.

1 1+4i 2+ 3i
For example, [1—4i 2 5+ .
2—-3i 5—i 4

. Skew-Hermitian matrix: It is a square matrix

A = [a;) in which a;; = —a;; for all i and j.

The diagonal elements of a skew-Hermitian
matrix must be pure imaginary numbers or
zeroes. A necessary and sufficient condition for a
matrix A to be skew-Hermitian is that

A= 4

. Orthogonal matrix: A square matrix A is called

orthogonal matrix if AAT = ATA =1

For example, if

cos@ —sinb cosf sinf

— T _
~ |sin@ cosO and A” = —sin@ cos@
T |1 0
then AA" = 0 1]—1.
Equality of a Matrix
Two matrices 4 = [q],,..,, and B = [b,],., are equal if

1. m = z, i.e. the number of rows in A equals the

number of rows in B.

2. n = y, i.e. the number of columns in A equals the

number of columns in B.

3. a;= bl-jforz': 1,2,3,...,mand j=1,2,3, ..., n.
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Addition of Two Matrices

Let A and B be two matrices, each of order m x n.
Then their sum (A + B) is a matrix of order m x n and
is obtained by adding the corresponding elements of A
and B.

Thus, if A = [a,],,.,, and B = [b,],,,,, are two matri-
ces of the same order, their sum (A4 + B) is defined to be
the matrix of order m x n such that

(A + B)ij =a;+ by, fori=1,2, ..., mand
j=1,2,...,n

The sum of two matrices is defined only when they
are of the same order.

. B 1 |7 8
For example, if A = 3 5] and B = 1 2}
9 9
Hence, A+B—[4 7]
However, addition of and L3 is not possible
: 2 1 2 21 P :

Some of the important properties of matrix addition
are:

1. Commutativity: If A and B are two m X n
matrices, then A + B = B + A, i.e. matrix addi-
tion is commutative.

2. Associativity: If A, Band C are three matrices of
the same order, then

(A+B)+C=A4+ (B+ 0
i.e.matrix addition is associative.

3. Existence of identity: The null matrix is the
identity element for matrix addition. Thus, A + O =
A=0+A

4. Existence of inverse: For every matrix A =
(@il xny there exists a matrix [a;),,.,, denoted
by —A, such that A + (-4) = 0= (—-4) + A

5. Cancellation laws: If A, B and C are matrices of
the same order, then

A+B=A+C=>B=C
B+A=C+A=B=C

Multiplication of Two Matrices

If we have two matrices A and B, such that

A= and B=1b
A x B is possible only if n = z, i.e. the columns of the
pre-multiplier is equal to the rows of the post multiplier.

Also, the order of the matrix formed after multiplying
will be m x y.

[aij]mxn z'j]zx Y then

= apby; + by + -+ ayb,;

MATRIX 5
. 1 2 4 3
For example, 1fA—[3 4 and B = 9 1]
I1x4+2%x2 1x3+2x1
Then AXB =10 4 4x2 3x3+4x1
8 5
C=AxB=l 13

Some important properties of matrix multiplication are:

1. Matrix multiplication is not commutative.

2. Matrix multiplication is associative, i.e. (AB)C =
A(BQ).

3. Matrix multiplication is distributive over matrix
addition, i.e. A(B+ C) = AB+ AC.

4. If Ais an mxn matrix, then [, A = A = Al

5. The product of two matrices can be the null matrix
while neither of them is the null matrix.

Multiplication of a Matrix by a Scalar

If A = [a;] be an m X n matrix and k be any scalar
constant, then the matrix obtained by multiplying every
element of A by kis called the scalar multiple of A by k
and is denoted by kA.

1 31
For example, if A=1{2 7 3| and k=2.
4 9 8
2 6 2
=kA=|2 14 6
3 18 16

Some of the important properties of scalar multiplica-
tion are:

KA + B) = kA + kB
(k+10)-A=FkA+ 14
Kl) - A = k(IA) = I(kA)

A = —(kA) = k(—A)

o PR e
TTZ
o

Here A and B are two matrices of same order and k and
[ are constants.

If A is a matrix and A% = A, then A is called idempo-
tent matrix. If A is a matrix and satisfies 42 = I, then
A is called involuntary matrix.

Transpose of a Matrix

Consider a matrix A, then the matrix obtained by inter-
changing the rows and columns of A is called its trans-
pose and is represented by AT,

1 2 5 1 3 7
For example, if A =3 9 8|, AT =12 9 6
7 6 4 5 8 4
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Some of the important properties of transpose of a
matrix are:

1. For any matrix 4, (AT = 4
2. For any two matrices A and B of the same order
(A+ B)T=4"4 BT
3. If A is a matrix and k is a scalar, then
(kA)T = k(AT
4. If A and B are two matrices such that AB is
defined, then
(AB)T = BTAT

Adjoint of a Square Matrix

Let A = [a;] be a square matrix of order n and let C;; be
the cofactor of a;; in A. Then the transpose of the matrix
of cofactors of elements of A is called the adjoint of A
and is denoted by adj A.
. T .
Thus, adj A = [C;]" = (adj A); = C}; = cofactor of

aj; in A.

ap G2 a3
If A=lay ay ayy

G3p Q3p 0433

‘1 G2 Gs3 ‘11 C1 G
then adj(A) =|cy; €99 Cog|=|C1g Coa C39

C31 C32 Cs3 €13 Ca3 C33
Inverse of a Matrix

A square matrix of order n is invertible if there exists a
square matrix B of the same order such that

AB=1 = BA

In the above case, B is called the inverse of A and is
denoted by AL

Al = (adj A)
4|
Some of the important properties of inverse of a
matrix are:

1. A~ ! exists only when A is non-singular, i.e. |A| = 0.

2. The inverse of a matrix is unique.

3. Reversal laws: If A and B are invertible matrices of
the same order, then

(AB)™' = B4t

4. If A is an invertible square matrix, then (A7) ™1 =
(A™H7"

5. The inverse of an invertible symmetric matrix is a
symmetric matrix.

6. Let A be a non-singular square matrix of order n.
Then

ladj Af = A"

7. If A and B are non-singular square matrices of the
same order, then

adj (AB) = (adj B)(adj A)
8. If A is an invertible square matrix, then
adj AT = (adj 4)T
9. If A is a non-singular square matrix, then
adj (adj A) = |[A|"% 4
10. If A is a non-singular matrix, then
A7 = 4] de, A7 = &
4|
11. Let A, B and C be three square matrices of same
type and A be a non-singular matrix. Then

AB= AC= B=C
and BA=CA=B=C

Rank of a Matrix

The column rank of matrix A is the maximum number of
linearly independent column vectors of A. The row rank
of A is the maximum number of linearly independent
row vectors of A.

In linear algebra, column rank and row rank are always
equal. This number is simply called rank of a matrix.

The rank of a matrix A is commonly denoted by
rank (A). Some of the important properties of rank of
a matrix are:

1. The rank of a matrix is unique.

2. The rank of a null matrix is zero.

3. Every matrix has a rank.

4. If A is a matrix of order m x n, then rank (A4) <

m x n (smaller of the two)

If rank (A) = n, then every minor of order n + 1,

n + 2, etc., is zero.

6. If A is a matrix of order n x n, then A is non-
singular and rank (A4) = n.

7. Rank of I = n.

8. A is a matrix of order m x n. If every K1 order
minor (k < m, k < n) is zero, then

rank (A) < k

9. A is a matrix of order m x n. If there is a minor of
order (k < m, k < n) which is not zero, then
rank (A) > k

10. If A is a non-zero column matrix and B is a non-
zero row matrix, then rank (AB) = 1.

11. The rank of a matrix is greater than or equal to the
rank of every sub-matrix.

12. If A is any n-rowed square matrix of rank, n — 1, then

adj A =0

13. The rank of transpose of a matrix is equal to rank
of the original matrix.

rank (A) = rank (A7)

o



14. The rank of a matrix does not change by
pre-multiplication or post-multiplication with a
non-singular matrix.

15. If A — B, then rank (A) = rank (B).

16. The rank of a product of two matrices cannot
exceed rank of either matrix.

rank (A x B) < rank A
or rank ( A x B) < rank B

17. The rank of sum of two matrices cannot exceed
sum of their ranks.

18. Elementary transformations do not change the
rank of a matrix.

DETERMINANTS

Every square matrix can be associated to an expression
or a number which is known as its determinant. If A =
[a;] is a square matrix of order n, then the determinant
of A is denoted by det A or |A|. If A = [ay;] is a square
matrix of order 1, then determinant of A is defined as

|A| = ay;

a a
If A= 12
(91 Go3
determinant of A is defined as

|A] = a1a93 — ajpa9;

a1 O3 g3
If A=|ay a9y a9yl is a square matrix of order 3,

is a square matrix of order 2, then

(31 Q3y 33
then determinant of A is defined as

Al = ayy (aga33 — ay30a3)) — ay; (aypa55
— a13039) + Gy (@190y5 — 6L13“22)

or |Al = ay (aga33 — ay3a3) — ayy (a9qa55
— Gy3041) + ay3 (G903 — a99a37)

For example, determinants of the matrices [1]7ﬁ 2]

1 7 1
and |2 —7 3| will be, respectively,
5 9 8
A=1
A=2x5)—-(1x3)=7
A:l[(7><8) (B3x9]—2[(7x8) —(1x9)]
+5[(7 x 3) — (=7 x1)]
= —83 — 94 + 140 = —177 + 40
= 37
Minors

The minor M of A = [a;] is the determinant of the
square sub- matrlx of order (] n — 1) obtained by removing
" row and i I column of the matrix A.

DETERMINANTS 7

For example, say A:[; i], then minors of A will be

My, =

My, =2

My =3

My, =1
1 2 3

Say A=|3 5 1

-4 47
5 1

M, = 4 7] 35—-4=31
3 1

M, = 4 7}:21—(—4):25
3 5

M, = 4 4}=12—(—20)=32
2 3

M,y = 4 7]—14—12—
1 3
1 2

My, = 4 4]:4—(—8):12
2 3

My, = 51 =2-15=-13
1 3

M32:3 1:1—92—8
1 2

M33=3 5=5—6:—1

Cofactors

The cofactor Cj; of A = [a,] is equal to (=1)"* times the
determinant of the sub-matrix of order (n — 1) obtained
by leaving i row and jth column of A.

1 2 3
For example, say A=|3 5 1|.
-4 47
Cofactors of A will be
Cy=(CD"0 ) 7] =31

=19

=12
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3 =-13

(G20 )
—

Cyy = (—1)**

331 2——1
Cyy = (-1)°"|3 5|7

Some of the important properties of determinants are:

1. Sum of the product of elements of any row or

column of a square matrix A = [a;] of order
n with their cofactors is always equal to its
determinant.

n

n
D aijei = A=) ayey
i=1

i=1

2. Sum of the product of elements of any row or
column of a square matrix A = [q;] of order n
with the cofactors of the corresponding elements of
other row or column is zero.

n n
doacy = 0= ajc
i=1 i=1

3. For a square matrix A4 = [q,] of order n, [4| = A7)

4. Consider a square matrix 4 = [q,] of order n > 2
and B obtained from A by interchanging any two
rows or columns of A, then |B| = —A.

5. For a square matrix A = [q;] of order (n > 2), if
any two rows or columns are identical, then its
determinant is zero, i.e. |[A] = 0.

6. If all the elements of a square matrix A = [a,] of
order n are multiplied by a scalar k, then the deter-
minant of new matrix is equal to k|A].

7. Let A be a square matrix such that each element
of a row or column of A is expressed as the sum of
two or more terms. Then |A| can be expressed as
the sum of the determinants of two or more matri-
ces of the same order.

8. Let A be a square matrix and B be a matrix
obtained from A by adding to a row or column of
A a scalar multiple of another row or column of A,
then |B| = |A|.

9. Let A be a square matrix of order n (> 2) and also
a null matrix, then |A] = 0.

10. Consider A = [a,] as a diagonal matrix of order n
(> 2), then
|A] = ajq X ay9 X agg X -+ X a,,

11. Suppose A and B are square matrices of same
order, then

|AB| = |4] - |B

SOLUTIONS OF SIMULTANEOUS LINEAR
EQUATIONS

Suppose we have a system of ‘7’ linear equation in ‘j

unknowns, such as
ap Ty + aypTy + o+ ;= by
U991 Ty F Ggolly + -+ + Gy;T; = by

Ay + Gply 4 o+ agn; = b,
The above system of equations can be written in the

matrix form as follows:

4y @y Gllm | |y
(g Qoo = Ogj||T9| by
ay  ay o[t Y

The equation can be represented by the form AX = B.

A Gt Gy
Gy Goy **+ Qo . L
where A = | 21 722 27| ig of the order of i x s
Qip Qg GG
Iy
To| . .
x =| | is of the order of j x 1 and
x

is of the order of 7 x 1.

[A];,; is called the coefficient matrix of system of linear
equations.
For example, 20 + 3y — z2=2
3z+y+22=1
4o — Ty + bz = —7
The above equation can be expressed in the matrix form as
2 3 -l 2
3 1 2ly=|1
4 -7 5|z -7
A consistent system is a system of equations that has
one or more solutions.

An inconsistent system is a system of equations that
has no solutions.

For example, consider
r+y=4
2¢4+ 3y=9
The above system of equation is consistent as it has the
solution, z = 3 and y = 1.
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Now, consider
r+y=4
2c 4+ 2y =206

The above system of equation is inconsistent as it has no
solution for both equations simultaneously.

A homogeneous system is a system when B = 0 in the
equation AX = B.

A non-homogeneous system is a system when B = 0
in the equation AX = B.

For example, consider
3z+y=0
6z + 2y =20
Such a system is a homogeneous system.
Now, consider
z+y=1
6x + 2y = 2

Such a system is a non-homogeneous system.

Solution of Homogeneous System of Linear
Equations

As already discussed, for a homogeneous system of linear
equation with ‘5 unknowns,

AX = B becomes
AX=0 (- B=0)

There are two cases that arise for homogeneous systems:

1. Matrix A is non-singular or |A| = 0.

The solution of the homogeneous system in the
above equation has a unique solution, X = 0, i.e.
xlzxzz---:acjzo.

2. Matrix A is singular or |A| = 0, then it has infinite
many solutions. To find the solution when |4| = 0,
put z = k (where k is any real number) and solve
any two equations for x and y using the matrix
method. The values obtained for z and y with z =
k is the solution of the system.

For example, given the following system of
homogeneous equation

204+ y+32=0
3t —y+2=0
—z—2y+32=0

This system can be rewritten as
2 1 3z 0
3 -1 1jly|=10
-1 -2 3|z 0

SOLUTIONS OF SIMULTANEOUS LINEAR EQUATIONS 9

or AX=0
2 1 3
A=|3 -1 1|=(2(-3+2)-33B+6)—(1+3))
-1 -2 3

= —2-27T-4=-33=0

As |A| = 0, given system of equations has the solution
r=y=2z2=0.

Solution of Non-Homogeneous System of
Simultaneous Linear Equations

Non-homogeneous equations have already been dis-
cussed in the previous sections. Also, the methods to
solve homogeneous system of equations were also dis-
cussed in the previous section.

In this section, we will discuss the method to solve a
non-homogeneous system of simultaneous linear equa-
tions. Please note the number of unknowns and the
number of equations.

1. Given that A is a non-singular matrix, then a
system of equations represented by AX = B has
the unique solution which can be calculated by
X=A4"'B

2. If AX = B is a system with linear equations equal
to the number of unknowns, then three cases arise:

(a) If |A| = 0, system is consistent and has a unique
solution given by X = A7l B
(b) If |A| =0 and (adj A)B = 0, system is consis-
tent and has infinite solutions.
(c)If |A|=0 and (adj A)B = 0, system is
inconsistent.
For example, consider the following system of
equations:

T+2y+2=7
z+ 3z=11
20 — 3y =
1 2 1z 7
1 0 3llyl=]|11
2 -3 0|z

1

1 2 1
= AX = B, where A=|1 0 3

2 0

1 2 1
|[A|=]1 0 3]=1(0+9)—1(0+3)+2(6)
2 -3 0

=9-3+12=18=0

So, the given system of equations has a unique solu-
tion given by X = A7l B Now, calculate the adjoint of
matrix.
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9 -3 6
adjA=|6 -2 -2
)
9 -3 6
A‘lziade:i 6 -2 —2
4] 18] 3 7 9
X=A"'B
o -3 67 63—33+6 36] [2
X=—6 -2 —2|11|=—|42-22-2 |=—|18]=)1
18 _3 7 _ol1| 18214772 1854 |3
x 2
y|=|1
z 3

= x =2, y=1, 2= 3 is the unique solution of the given
set of equations.

Cramer’s Rule

Suppose we have the following system of linear equations:
@z + by + cz =k
Ay + boy + oz =k
asT + bay + c3z = ky

Now, if
o b oq
A=lay by c3|=0
as by ¢
kb g
A=k by cy|=0
ky by ey
o kg
Ay =lay ky cy|=0
ag kg ey
o bk
Ay =lay by ky|=0
ag by kg

by

A
r=—L
A
:L/:ﬁ
A
A
z=—2

AUGMENTED MATRIX

Consider the following system of equations:
a1 %) + QypTy + o+ ag, T, = by
gy + Ay + -+ 4 Ay, T, = by
Ay Ty + GpoTy + o0+ ap, T, = bm

This system can be represented as AX = B.

T
app Gt Oy 1
a a - a T
where A = ?1 ?2 . 2" , X = ,2 and
Up1 Ao 0 Ay x,
b
B=|2|
bn
ap A o gy Zl
. a a a .
The matrix [A|B] =" "2 2n is called
An1 A2 Ann b

augmented matrix.

GAUSS ELIMINATION METHOD

Consider the following system of equations:
a11%y + @y + o +ay,x, =0
91T + GgpTy + -+ + G, 7, =0

Ap1Ty + ATy +ot Ay Ty, = 0
In the matrix form, the above equations can be repre-
sented as AX = B. We consider two particular cases:

Case 1: Suppose the coefficient matrix A is such that all
elements above the leading diagonal are zero. Then A is
a lower triangular matrix and the system can be written
as follows:

apty = b

91Ty + ATy = by

g%y + agoy + Ag323 = by

111 + Q2% +ot ATy, = bn

The system given above can be solved using forward
substitution.



- (a31351 + a32:v2)

ayy Q99 ass

by — Qo b
2 "t B

Case 2: Suppose the coefficient matrix A is such that
all elements below the leading diagonal are zero. Then
A is an upper triangular matrix and the system can be
written in the following form:

A%y + ATy + -+ 4y, T, = b
Aoy + -+ a9, T, = by

The system given above can be solved using backward
substitution.
L by by—aggmy b —(apmy +agga)
Ty = Ay = 1T =
a33 22 ary
and so on.

Gauss elimination method is a standard elimina-
tion method for solving linear systems that proceeds
systematically irrespective of particular features of the
coefficients.

ap1 %y + QppTy + a373 = by
A1 Ty + Aoy + Ay33 = by
a3 %) + a3pTy + agzr3 = by
The first equation of the above system is called the piv-

otal equation and the leading coefficient a,, is called first
pivot.

Step 1: Form the augmented matrix of the above
system.

a;p @y g b

Ay Ggy 0oz [by

az Ggy gz |bg
Step 2: Performing the following operations R, —
Ry —(ag; /a;; )Ry and Ry — Ry —(ag; /a;; ) Ry, we get

ajp G apg|h
/ ! /!
0 ay ay|bh
/ / /
0 ag ag|b

where
/ J—
Qg9 = Q9y —
!
Qgg = Q93 —

(
(

a§2 =agy — (%1/‘111 a1
(

a3,'3 = ag3 —(ag; /a1 ) a3
bQI =b — ( 21/‘111)
b?: = by — (%1/“11)

EIGENVALUES AND EIGENVECTORS 11

Here —ay;/a;; and —ag;/a;; are called the multipliers
for the first stage of elimination. It is clear that we have
assumed a;; = 0.

Step 3: Performing R; — Ry — (a:ﬁ,2 /aéz)Rz, we get
a1 Gy ag3|b
0 a3 ayplb
0 0 afpl
where
" ! !/ i !
33 = a33 - (a32 / azz) X dg3
by = (a§2 / a§2) x by
This is the end of the forward elimination. From the
system of equations obtained from step 3, the values
of z;,2, and x; can be obtained by back substitution.
This procedure is called partial pivoting. If this is impos-

sible, then the matrix is singular and the system has no
solution.

CAYLEY-HAMILTON THEOREM

According to the Cayley—Hamilton theorem, every

square matrix satisfies its own characteristic equations.

Hence, if
|[A— ALl = ()" (A" + A" '+ ayA" 2 4 ta,)

is the characteristic polynomial of a matrix A of order n,
then the matrix equation

X" +a, X"+ a, X" 4 ta, =0
is satisfied by X = A.

EIGENVALUES AND EIGENVECTORS

If A = [a;),, is a square matrix of order n, then the
Iy
Lo

vector equation AX = AX, where X = " | is an unknown
xn

vector and A is an unknown scalar value, is called an
eigenvalue problem. To solve the problem, we need to
determine the value of X’s and A’s to satisfy the above-
mentioned vector. Note that the zero vector (i.e. X = 0)
is not of our interest. A value of A for which the above
equation has a solution X = 0 is called an eigenvalue or
characteristic value of the matrix A. The corresponding
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solutions X = 0 of the equation are called the eigenvec-
tors or characteristic vectors of A corresponding to that
eigenvalue, A. The set of all the eigenvalues of A is called
the spectrum of A. The largest of the absolute values of
the eigenvalues of A is called the spectral radius of A.
The sum of the elements of the principal diagonal of a
matrix A is called the trace of A.

Properties of Eigenvalues and Eigenvectors

Some of the main characteristics of eigenvalues and
eigenvectors are discussed in the following points:

1. If A, A4y, A3, ..., A, are the eigenvalues of A, then
kAy, kA, kAg, ..., kA, are eigenvalues of kA, where
k is a constant scalar quantity.

2. If A, Ay, A3, ..., A, are the eigenvalues of A, then

1 1 1 1 _
.., — are the eigenvalues of A L

)’1’)‘2’2’3, ’ﬂ'n

10.

11.

. If Ay, Ay, Ay, ..., A, are the eigenvalues of A, then

/lf, lg, /lg, - /15 are the eigenvalues of AR,
If A1, A9, A3, ..., 4, are the eigenvalues of A, then
A A A

A AT A,

are the eigenvalues of adj A.

. The eigenvalues of a matrix A are equal to the

eigenvalues of AT,

. The maximum number of distinct eigenvalues is n,

where n is the size of the matrix A.
The trace of a matrix is equal to the sum of the
eigenvalues of a matrix.

. The product of the eigenvalues of a matrix is equal

to the determinant of that matrix.

. If A and B are similar matrices, i.e. A = IB, then

A and B have the same eigenvalues.

If A and B are two matrices of same order, then the
matrices AB and BA have the same eigenvalues.
The eigenvalues of a triangular matrix are equal to
the diagonal elements of the matrix.

SOLVED EXAMPLES

1 6 4 -7 1 9
1. IfA—2 4,3—[3 5]and0—[_8 2],then
find the value of 34 +2B —4C.
Solution: We have
1 6 4 -7 1 9
A—2 41,3—3 SlandC—‘_g 2]
Now, 3 18
3A = 6 12] (1)
8 —14
2B = 6 10 ‘ (2)
4 36
4C = _39 8] (3)

Now calculating Eqgs. (1) + (2) — (3), we get
3 18] |8 —14 | 4 36
6 12| |6 10 -32 8

| 3+8—-4 18-14-36| |7 —32
C6+6+32 12+10-8| |44 14

3A+23—4C:l

2. Find a, b, c and d such that

a—b 2c+d| |5 3
2a—b 2a+d| |12 15|

Solution: We know that the corresponding ele-
ments of two equal matrices are equal.

Therefore,
a—b=5 (1)
2a—b=12 (2)
2c+d=3 (3)
2a+d =15 (4)

Subtracting Eq. (1) from Eq. (2), we get

a="7
=7-b=5=b=2

Substituting the value of a in Eq. (4), we get

4+d=15=d=1

Substituting the value of d in Eq. (3), we get

2c+1=3=c=1

Hence, a =7,b=2,c=1 and d =1.

0 1
1 3|, then find the value of A2

Solution: We have

= O

A:

N DN
S W =



Now,
2 0 1][2 0 1
A2=A.A=12 1 3|2 1 3
1 -1 0[|1 =1 0

4+0+1 0+0-1 24+0+0
=4+24+3 0+1-3 24+3+0
2-240 0-14+0 1-3+0

5 —1 2
=9 -2 5
0 -1 -2

4. If A=|2| and B:[—2 -1 —4], verify that
3

(AB)T = BT AT,

Solution: We have

~1
A=]2] and B:[—2 -1 —4]
3
-1
AB=|2|[-2 -1 —4
3
2 1 4
=|-4 -2 -8
—6 -3 —12
2 -4 —6
4Bt =1 —2 -3
4 -8 —12
Also,
| R
BTAT =2 —1 —4f"|2| =|-1|[-1 2 3]
3 —4
2 -4 —6
=1 -2 -3
4 -8 —12

Hence, it can be seen that (AB)T = BT AT,

1 -2 3
5. For what value of z, the matrix A=|1 2 1
z 2 -3

is singular?

Solution: The matrix A is singular if

1 -2 3
1 2 11=0
r 2 =3

SOLVED EXAMPLES 13

=1(-6—-2)—1(6—-6)+xz(—2—-6)=0

= -8—-8xr=0

=z=-1

6. Solve the following system of equations using
Cramer’s rule:

Sr —Ty+z=11
6x—8y—z=15
3x+2y—62=7

Solution: The given set of equations is
Sr —Ty+z=11
6x—8y—z=15
3z +2y—62=7

Now,

5 -7 1
D=6 -8 -1
3 2 -6
= 5(48 +2) + 7(—36 + 3) + 1(12 + 24)
=250 — 231+ 36 =55
1 -7 1
D =15 -8 -1
7T 2 -6
=11(48 + 2) 4+ 7(—90 + 7) + 1(30 + 56)
= 550 — 581 + 86 = 55
5 11 1
D, =16 15 -1
3 7 -6
5(—90 + 7) — 11(—36 + 3) + 1(42 — 45)
= —415+363 —3 = —55
5 —7 11
D, =6 —8 15
3 2 7
= 5(—56 — 30) + 7(42 — 45) + 11(12 + 24)
= —430 — 21+ 396 = —55

Now, using Cramer’s rule,

Dy 55 _

D 55

D _
y:—zzﬁ:—l,

D 55

D _
22_3:&:_1

D 55

Hence, the solution of the given set of equations is
r=1,y=—1and z= —1.
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cos¢p —sing 0 I I R
7. Find the adjoint of the matrix A=|sin¢ cos¢ 0. Hence, A4 = 11-7 3|
0 0 1
9. Show that the homogeneous system of equations
Solution: Let Cj; be the cofactor of A. Then has a non-trivial solution and find the solution.
_(_pi+1jcos¢ O] r—2y+2=0
Cy =(=1 0 1‘—005‘7”012 z4+y—2z=0
= (12 sin ¢ 0‘ 3z 46y —52 =0
0 1 Solution: The given system of equations can be
— sing, Cpy = (— 1)1+3 SIBI(ZJ 005(15 —0 written in the matrix form as follows:
1 -2 1|z 0
__2+1—Sin¢ 0_ 1 1 —1y:0
Coa = (1) 0 1‘_5“”1”022 3 6 -5z |0 1 —9 1
 (c1)2P? cos¢p 0 which is similar to AX = O, where A=|1 1 -1/,
- 0 1 . 0 3 6 —5
243|cos¢ —sing X =|y| and O =|0|.
=cos¢, Cpy = (—1)"" 0 0 =0 . 0
_(_qp+1[sing 0] _ Now,
Cg =(=1) cos ¢ 0‘ =0, Gy 1 -2 1
_qypefeose 0 lAl=]1 1 -1=1(-5+6)-1(10-6)
sing 0 3 6 -5
L0 O — (1P cos$ —sing| +32-1)=0
=0, 0y = (=) sing cos¢ | Thus, |A| = 0 and hence the given system of equa-
tions has a non-trivial solution.
Therefore, Now, to find the solution, we put z = k in the
first two equations.
cos¢p —sing o cos¢ sing 0 z—2y=—k
adj A=|sin¢g cos¢ 0| =|—sing cos¢ 0 cty=k
0 0 1 0 0 1
[1 —2l|z| |-k
8. If A= i ﬂ, then what is the value of A~ L. L 1y k
Solution: We have which is similar to 1]3X = B, where A = E 12],
A—32 X:xandB:_].
75 y k
NOW, NOWa
3 2 1 -2
4=} J=15-14=1=0 |A|:‘1 1‘:37:0
Hence, A is invertible. Hence, A~ exists.
The cofactors of A is given by
Now, adj A = 11 ﬂ
Ay = (—1)1+1 5=5 B
2 _ 111 2
Ay = ()27 =7 A 15[1 1]
(12t 5
A=l 2 Now, X = A-1p = 7| = 1[ 1 2|7k _|k/3
ow, = = — =
Ay =(-1)""?.3=3 y| 3-1 1]k 2k/3

The adjoint of the matrix A is given by

5 —7F s —2]

-7 3

adJA:[_2 3| =

=z=k/3,y =2k/3

Hence, x = k/3,y = 2k/3 and z = k, where k is any real
number that satisfies the given set of equations.
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10. Check the following system of equations for

consistency.
dr —2y =3
6x—3y =5
Solution: The given system of equations can be
written as
— 3
AX:B,WhereA:4 2,X:xandB: .
6 -3 Y 5
4 -2
Now, |A| =6 _3‘ =-124+12=0

So, the given system of equations is inconsistent
or it has infinitely many solutions according to
(adjA)B =0 or (adjA)B = 0, respectively.

PRACTICE EXERCISE

The cofactors can be calculated as follows:

Cpp = (=1)%(6) = —6

Coy = (-1 (-2) =2

Cop = (-1"2(4) =4

T

R . e L =

adJA_[2 4| T|-6 4
Thus,
-3 2|3 -9410 1
djA)B = -~ | |=0
(adjA)B = _¢ 4]5] —18+20] o]~

Hence, the given system of equations is inconsistent.

15

PRACTICE EXERCISE

I

1351
. What is the rank of the matrix A =124 8 07
3175
(a) 1 (b) 2
(c) 3 (d) 4
421 3
. What is the rank of the matrix A =16 3 4 7|7
2101
(a) 1 (b) 2
(c)3 (d) 4
1
. What is the rank of the matrix A=|1 —1 0|?
1
(a) 1 (b) 2
(c) 3 (d) 4
42 3
. What is the rank of the matrix A=|1 0 0|7
40 3
(a) 0 (b) 1
(c) 2 (d) 3
@ —5|_ b a3b = [g g], then what are the values of
a and b?

(a) (2, 1) or (1, 2)
(c) (0, 3) or (3, 0)

1 -2 3 4 .
6. If A = lg 5 ] and B = l7 1], then what is the value
of 44 — 3B?
-5 —20 5 20
(&) [—9 17] (b) ‘9 —17]
-2 =2 -5 20
© |y 4 l (@) { 9 17]
7. What is the value of
sin@ —cos0 cosf sinf
; ?
siné cos@ sin6 +cosf —sin@ cosB|’
11 1 0
@) g 11 (b) ‘o 1
(©) sin@cos® sinf + cosf
sin@ —cos@  sin6cos 6
sin @ cos 0 0
() 0 sin @ + cos 6
1 7 4 1
8. IfB—[3 1]’0_6 8,and2A+3B—GC—O,
then what is the value of A7
21/2  27/2 21/4  27/4
@) | ° / / ) | ° / /
15/2 45/2 15/4 45/4
(o) [21/2 —15/2 @) [2U4 —15/4
27/2  45/2 27/4  45/4
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11.

12.

13.
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. Find A and B, if

A+B:§ 1‘1 andA—B—[g ;]
oaf Yt ]
ol 2o 2
oaf fuep 2
RN

For what values of A, the given set of equations has
a unique solution?

204+ 3y +52=9
Tr+ 3y —22=28
20+ 3y + Az=9

) A

) =
) For all values except A = 15
) For all values except A =5

(a
(b
(c
(d

For what values of A, the given set of equations has
a unique solution?

r+y+2=3
T+ 2y+ 3z=4
z+4dy+ Az=6
(b) 7
(d) 0

(a) 5
(¢) 9

How many solutions does the following system of
equations have?

T+ 2y+ 2=26
2c+y+22=6
r+y+z2=5
(a) One solution
(b) Infinite solutions
(c¢) No solutions
(d) None of the above
1 2 -7 3 51
If A=|13 1 5| and B=|4 8 5|, then what
4 7 1 1 2 6
is the value of (4 x B)?
4 -3 =31 4 -3 -38
(a) |18 3 38 (b) | -3 3 38
41 38 45 =31 31 45
11 -3 -31 4 3 =31
(c)18 9 18 (d) 18 —3 38
41 38 35 45 38 41

14.

15.

16.

17.

18.

19.

20.

k0 4 0 .
If A_[1 4 and B—[6 16},then what is the
value of k for which A> = B?
(a) =1 (b) —2
(c) 1 (d) 2
1 0 10 .
If A= \_1 . and I = \0 1], then what is the
value of k for which A? = 84 + kI?
(a) 7 (b) =7
(c) 10 (d) 8
2 -1 -1 -8 -10
Ifj1 0|A=|1 -2 -5|, then what is the
-3 4 9 22 15
value of A7
3 4 0 3 4 0
b
(a)134] ()1—2—5]
_9 _ 1 3 4
()|} =2 -5 (d)
3 4 0 340
1 2 2
If A=|2 1 —2| is a matrix such that AAT
a 2 b

(a) a=—-1,b= -2
b)a=-2,b=-1
1, b=
2, b=1

of z7

(a) 12 (b) 8

(©) 4 @1

If A= E 32} , then what is the value of A~1?
@ O

© 35ls ) @ 5

What is the value of IT, where I is an identity
matrix of order 37

1 0 0 0 01
a) |1 0 0 ()0 1 0
100 100
111 100
© 0 0 @1l 1 0
000 00 1
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21.

22.

23.

24.

25.

26.

1 7 -1
If A=|3 2 2|, then what is the first row of A7?
4 5 1
(a) [1 7 —1] (b) [13 4]
(c) [322] (d) [45 1]
13 3
If A=|1 4 3|, then what is the value of A~'?
1 3 4
7 -3 -3 7 -1 -1
(a)|[-1 1 0 b)|-3 1 0
-1 0 1 -3 1
7T -1 -1 -3 -3 7
@©1]-3 0 1 @@l-1 1 1
-3 1 0 -1 1 1

64 28 2 62 —28 -2
(a) [12 62 18 (b) |-12 62 —38

6 36 —64 -2 —12 —-62

64 —28 -2 64 28 24
(¢) |-12 62 —28/ (d) |10 62 48

-5 —12 64 6 36 —64

4 2 6 0 .

If A= [_1 1 and C = {0 6]’ then what is the
value of B such that AB = C?

2 1 1 -2
@) o ]

1 1 0 4
I @

2 1 -3 2 .

IfA—[3 e B—l5 3 and if ABC = I,, then
what is the value of C'?

2 4 2 1
@) CI

20 11
N @

What is the value of (AB) 'B?

(a) AL (b) B
(c) A (d) A7'B7!

28.

29.

30.

31.

32.

33.

PRACTICE EXERCISE 17

z 2 0
If A=|2 0 1| issingular, then what is the value
6 3 0
of z?
(a) 0 (b) 2
(c) 4 (d) 6
0 1 1
What is the nullity of the matrix A=|1 -1 07
-1 0 -1
(a) 0 (b) 1
(c) 2 (d)3
. 4 -2
What are the eigenvalues of A = \_ 9 1 ?
(a) 1,4 (b) 2,3
(c) 0,5 (d) 1,5
3 -1 -1
What are the eigenvalues of A =|-1 3 —1|7
-1 -1 3
(a) 1,4,4 (b) 1,4,—4
(c) 3,3,3 (d) 1,2,6

What is the eigenvector of the matrix A =

-1 2
@y o) )
© | @ |

What are the eigenvectors of the matrix A =

N ! ,1[12] ®
© |4 @ o} |y

What are the eigenvalues of the matrix A =
0 -1 1

-1 0 0|7
1 1 1
(a) 2, —+/2,1 (b) i, —i,1
11
2,—2,1 d) 0,=,=
(c) O
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34. What are the eigenvalues of the matrix A =

k| |kl |0 0| k| |0
4 00 (c) |0],10],10 (d) |0}, |k|, |2k
1 4 07 0] |0] |2k k| 0] |k
0 0 5
(a) 1,2,3 (b) 4, 4,5 12 4
(c) 3,5, 6 (d) 3,3, 7 37. What is the sum of eigenvalues of A =|3 5 4|7
1 6 2
35. Which one of the following options is not the eigen-
110 (a) 8 (b) 10
vector of matrix A =|0 2 2|7 (c) 4 (d) 5
0 0 3 z vy
38. What is the value of z and y if A = ‘ and
1 1 -4 10
(a) |0 (b) |1 eigenvalues of A are 4 and 87
0 0 (a) z =3,y =2 (b) =2,y =4
c) x=4y=2 d) x=2,y=3
) ) (c) y (d) y
(c) |1 (d) |2 39. What are the eigenvalues of A = [ 01 (1)]‘7
2 0 _
(a) 1, -1 (b) L
36. What are the eigenvectors of the matrix A = .
(c) 4,—i (d) 0,1
250
0 3 07 3 00
011 40. What are the values of z and y, if A=1|5 x 0
3 6 y
El Tkl To ol &1 To and eigenvalues of A are 3, 4 and 17
(a) 0}, (0},| & (b)oaoyk (a)x:2,y=2 (b)x:3’y:2
k| 0] [2k k| 10] [2k () z=2y=3 Q) z=4y=1

ANSWERS

1. (c) 8. (¢) 15. (b) 22. (a) 29. (c) 36. (b)
2. (b) 9. (a) 16. (c) 23. (c) 30. (a) 37. (a)
3. (b) 10. (d) 17. (b) 24. (b) 31. (b) 38. (d)
4. (d) 11. (b) 18. (a) 25. (d) 32. (¢) 39. (c)
5. (d) 12. (c) 19. (c) 26. (a) 33. (a) 40. (d)
6. (a) 13. (a) 20. (d) 27. (c) 34. (b)

7. (b) 14. (d) 21. (b) 28. (b) 35. (d)
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EXPLANATIONS AND HINTS

1. (¢) Matrix A =

w N =

3
4
1

-~ Co Ot
o =

Maximum possible rank = 3

Now, consider 3 X 3 minors

135
2 4 8=(28-8)-2 (21-5)+3 (24-20)
317

=20-32+12=0
351
4 8 0 =3(40 — 0) — 4(25 — 7) + 1(0 — 8)
175

=120-72-8=40 = 0
Hence, rank of A = 3.

2. (b) Matrix 4 =

N O

21 3
3 47
1 01
Maximum possible rank = 3

Now, consider 3 X 3 minors

4 21

6 3 4/=0

210

21 3

3 4 7=0

1 01

4 1 3

6 3 71=0

2 01

4 2 3
and 6 3 7=0

211

Now, because all 3 x 3 minors are zero, let us con-
sider 2 x 2 minors

4 2
6 3

-0

‘2 1 =8-3=5=0

3 4

Hence, rank of A is 2.

3. (b) Matrix A=|1 -1 0

Maximum rank = 3
1 1 1
1 -1 0|=(-1-0)-1(1-1)+1(0+1)
1 1 1

=—1+1=0

Hence, rank = 3.
Now, let us consider 2 X 2 minors

1 1
1 _1:(7171):72¢0
Hence, rank of A is 2.
4 2 3
. (d) Matrix A=1 0 0
4 0 3

Maximum rank = 3
4 2 3
1 0 0=4(0)—1(6—0)+4(0):—6¢O
4 0 3

Hence, rank of A = 3.

. (d) Since both the matrices are equal

at+b 3] [4 3]
5 ab 5 3
=a+b=4 (1)
ab =3 (2)
From Eq. (1), we have
a=4-b
Substituting the value of a in Eq. (2), we get
(4-0)b=3
= 4b— b =3
=b? —4b+3=0
=b-3)(b-1)=0
=b=3,1
For valuesof b, a =4 —-3,4—-1=1,3
Therefore, the values of a and b = (1, 3) or (3, 1)

1 -2 13 4
@) A=ls 5L B=g 1]
14 -8 19 12
4= {12 20]’ 3B = l21 3]
_14-9 -8-12| |-5 20
4A—3B—[12721 2(%3}‘[79 17]
. (b) We have
0 cos@ sinf 4 sing sin@ —cosO
cos —sin@® cos@ St cos@ sin6
cos® 0 sin @ cos 0 sin® @ —sin@cos 6
—sin @ cos O cos’ 0 sin 6 cos 0 sin’ @

sin@ cos O —sin 6 cos O
cos’ 0 + sin’ @

cos? 6 +sin’ @

—sin@ cosO + sin O cos

10
01
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8. (c) We have

2A+3B-6C=0

A:%(GC—?)B)
17 4 1
Also,B—\3 1] and 0—16 81
1{.14 1 17
=30l 4 1)
124 6] [3 21
920136 48] |9 3
C1ff21 —15
~9l|27 45
[21/2 —15/2
~27/2  45/2
9. (a) We have
8 5 6 1
A—i—B—[s 13 and A—B—[2 3]
8 5 6 1
..(A—I—B)—I—(A—B)—\S 13]+\2 3]
14 6 1114 6 7 3
2‘4_\10 16]:>A_§10 161_\5 8]
8 5 6 1
Also,(A+B)f(AfB)f8 13[2 3]
2 4 112 4 1 2
23_[6 10}:>B_§6 10‘{3 5]
7 3 1 2
Thus,A—5 3 and B—3 5l
10. (d) The given set of equations can be written as
2 3 5|z |9
7 3 —2|ly|=|8
2 3 Azl |9

The system will have a unique solution if the rank
of coefficient matrix is 3.

Thus,

2 3 5
7 3 —2/=23A+6)—7(34 —15) +2(—6 — 15)
2 3 A

=64 +12— 214 +105 —12— 30

=-154+75
=15(56-1)
For rank = 3,
2 3 5
7 3 =2/=0
2 3 A
15— A) =0

A=5

11.

13.

14.

(b) The given set of equations can be written as

11 1)|X 3
1 2 3||lY|=1/4
1 4 k||Z 6

111
Thus, (1 2 3|=1(2k—12)—1(k—4)+1(3—-2)
1 4 k

=2k—12—-k+4+1
=k-7
Now, for a system to be unique

111
1 2 3|=0
1 4 k

=k—-T7T=0
= k=7

Thus, the value of k£ for which the given set of
equations does not have a unique solution is 7.

. (c) The given system can be written as

1 2 11|X| |6

1 2 1
Now,[2 1 2[=1(1-2)-2 (2—-1)+1(4-1)
L1l 4 _243=0
Hence, rank of matrix is not 3.
Now, taking a minor from the matrix
‘; f‘:1—4:—3¢0
Hence, rank of matrix = 2.

Now, rank of matrix is less than the number of
variables.

Hence, the system is inconsistent or has no solution.

(a) We have
1 2 -7 3 =5 1
A=13 1 5| and B=|4 8 5
4 7 1 1 2 6
3+8+(=7) —-5+16—14 1+10-—42
AxB=| 94445 —-154+8+410 3+5+30
12+28+1 —-20+56+2 4+35+6
4 -3 =31
=[18 3 38
41 38 45
(d) We have
k0 4 0
A—1 4 and B—lG 16]




oo oy

1 41 4
_|F*+0 0+0|_| K 0
k+4 0+16] [k+4 16

Now, since A’=B

0
k+4 16

4 0
~ 16 16
P=4andk+4=6

k= +2and k=2
Hence, value of k& = 2.

15. (b) We have

and I:[1 O]

01
[t+0 0
Tl 17 0449

L
Lo 4

0
-1 7

1 01 0
-1 7||-1 1

A2

= 8A:8[

1 00 [k O
k:I_k\O 1_| }
Now,

A* =8A + kI
1 0| |8 O
-8 49| |-8 56
1 0| [8+k 0
-8 49| | -8 56+k

or 8+ k=1 and 56 + k=49

= k=-7

16. (c) As product is a 3 x 3 matrix and one of the

matrix is 3 X 2, the order of 4 is 2 x 3.

- | |+

Consider A = oA , then
Lo Yy %
2 -1 -1 -8 -10
1o M o1 2 s
3 4 |"2 Y2 21 g 22 15
2z, — 2, 2y; — Yo 22 — 2y -1 -8 -10
T Y z =1 -2 -5
=31 +4wy By +4y, 3z +4z, 9 22 15
Now, 2z) — 3y = —1, 2y = 1
=2 —1y=-1
=1y =3

Also, 2y, — yp = =8, y; = —2
= —4 — y, = -8
=y, =4

EXPLANATIONS AND HINTS

Also, 2z — 2y = =10, z; = =5

= 2=0
1 -2 -5
Thus,Af3 4 Ol
17. (b) We have
1 2 2
A=12 1 =2
a 2 b

—2 b
AAT =91
2]t 2 o 1 00
2 1 -2/2 1 2[=9/0 1 0
a 2 bf2 -2 b |00 1
9 0 a+2b+4] [9 0
0 9 2a+2-2b|=[0 9
00

a+2b+4 2a+2-2b a® +4+b
a+2b+4=0 = a+2b=-4
20+2-2b=0 =a—b=-1
Solving above equations,
3b=-3=0b=-1
a=—4+2=-2
Hence, a = —2 and b = —1.

8 4 6
18. (a) We know that A =|4 0 2| is singular.
z 6 0
8 4 0
Hence, 4 0 2|=0
z 6 0
8(0 —12) — 4(0) + 2 (8 — 0) =0
—96 + 8z =10
8x = 96
=12
19. (c) We have
2 3
A= 3

A= {[2x(-2)] - (3x5)} = 4-15=-19=0

Hence, A is invertible.
Now, cofactors of the matrix A are

Cp =2
Clp = —5
Gy = =3
Cyy =2
T
o [2 8 [2 -3
adJA_{—:a 2 _[—5 2]
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A—l B 1 . B ;1 -2 -3 B 2 /19 3/19 23. (C) We have
4] T 195 2| |5/19 -2/19 8 4 2
A=1|2 9 4
100 100 1 2 8
_ T _
20. (d) I=0 1 0 I" = 10 Now, cofactors of the matrix A are given as
0 01 0 01
17 -1 Cy =1, 8(71)+ = 64
21. (b) A=[3 2 2 ) 4
4 5 1 - ) R ——
Cip =], gD 12
1 3 4 9 O is
AT =7 25 Cig =[] (V" =5
-1 2 1 4 9
— 241 _
The first row of transport of A=[1 3 4]. Oy = 2 8 ()7 =28
13 3 Cyy = 213 2(71)”r2 =62
22. (a) A=[1 4 3
1 3 4 8 4 2+3
|4 =1(16 — 9) — 1(12 — 9) + 1(9 — 12) 5= oY
=7-3-3=1=0 031:4 APt = o
4
Hence, A is invertible. 9
Now, cofactors of the matrix A are given as Cyy = 2 i (1312 = 28
_(_1\l+1 4 3 _ 8 4
Cpp = (1) * 1 4‘ =-1 Thus, .
64 -12 -5 64 -28 -2
13|14
Cis =077 5l=-1 adjA=|-28 62 -12| =|-12 62 -28
3 3 -2 28 64 -5 -12 64
C,yy = (—1)**1 =-3
=D 3 4 24. (b) We know
o2l 3] 4 2
1 3
C. = (71)2-‘1-3 =0 _ 6 0
23 1 3 C 0 6
Cyy = (1P 3= 3 Now, AB=C
31 4 3 .
13 B=CA™
342
Cy =(-1) " 1 3= 0 Now, we can calculate A1 as follows:
o 7(71)3_%31 371 [Al=4+2=6=0
3 1 4 Hence, A is invertible. Now, cofactor of the
7 1 7 .3 _3 matrix A are given as .
Thus, adjA=|-3 1 0| =|-1 1 0 Cp=0E)""1)=1
3 0 0 -1 0 1 Cp = (—1)* (=1) =1
— 241 —
Hence, A~ = %ade Oy =(=1)7"(2) = -2
242
4 Cpy = (1) (4) = 4
7 -3 -3 T
1 1 1 1 2
—-|-1 1 o0 adjA = { ]
17 o 1 2 4 1 4




11 -2
A _6[1 4]

6 0] 11 -2
Blo 6} 5{1 4]

25. (d) We know that

=%
=3

Now, [A|=(4—-3)=1=0

1Bl = (9 —10) = -1 =0

Hence, both A and B are invertible.

Now, ABC =1
C=A"'BI
or C=A'p"!

Calculating cofactors of A,
Cy =(-1)"(2)=2

Cy =(-1)"(3)="-3
Cy, = (1 (1) =1

C, =112 =2

T
o2 3t (2
adJA_\1 2 _\3 21
412 1
A _1{—3 2]

Calculating cofactors of B,

Cp =1 (3)=-3

11

Cp =()"() =5

12

Cp. = (1P 2)= 2

21

Cp, =(17(3) =3

T
. 3 -5 3 2
adJB_[z -3 _l5 3]
1 1 [-3 —2
Bl= _—adjB=—
B <—1>l—5 —3]
L3 2
=3 ]

26.

27.

28.

29.
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Now,

3 2|5 3 |4-3 6+6
!
1o

(a) (4B)"' = (A7'B7) B

ool 3

= A'[(B") B
=AI=4"
(c) We know
z 2 0
A=2 0 1
6 3 0
For A to be singular,
[Al =0
2(0-3)-2(0-0)+6(2)=0
—3x+12:0:>x:_—132
=z=4
(b) We know
0 1 1
A=|1 -1 0
-1 0 -1
[A]=0(1-0)-1(-1-0)+ (-1) (0 + 1)
=0+1-1=0

Hence, rank is not 3.

Choosing a minor from A, we get

0 1
1 1 =0-1=-1=0
Therefore, rank (A) = 2
Now, nullity = Number of columns — Rank of
matrix
=3-2
=1
(c) We know
4 -2
St
Now,
4-1 2
[A—M]_‘ S 1_1‘_0

(A-)1-24)—(-2)(-2)=0
A2 —BA+4-4=0
AMA—=5)=0
1=0,5

Hence, eigenvalues are 0 and 5.
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30. (a) We know

3 -1 -1
A=|-1 3 -1
-1 -1 3
Now,
3-4 -1 -1
|Af),I|: -1 3-4 -1|=0
-1 -1 3-21

(38-A)|B- A7 1|~ (D[-B- -1+ )+B-1)] =0
(B +1{B-D[E-H)-1]-O-1} =0
(4= )[4 -51+4)=0= (4~ H(A-1(A-4) =0

A=1,4,4

31. (b) We have
5 4
A= 2]

The characteristic equation is given by

A — Al =0
5-4 4
‘—1 2—/1‘20

G-A)2-2)-4=0

A2-TA+6=0
A—6)(A—1)=0
A=6,1

.. Eigenvalues of A =1, 6
Now, using |A - /1|3\( =0

and substituting A = 1, we get

4 —4)[Xx] 0]
-1 1|X,| [0
4X, —4X,=0
X, +X,=0
or X =X,

Now, the solution is X; = X, = k.

Hence, from the given options, the solution is

32. (c) We have

A=1

']

The characteristic equation is given by

|A- Al =0

1-4 1] _
{1 1/1]_0
A-1)?%-1=0

- 2)+1a-2-1-0
=2-A1)(-1)=0
A=2,0
Hence, eigenvalues of A = 2, 0
Now, using |A - /II|)A( =0
Putting A = 0, we have

1 1|z |
[1 1|zy| 0
T — 2y =0
-z + 1 =0
I = Iy
Putting A = 2, we have
-1 1|
\1 1|z | 0
-1 — 3, =0

Hence, from the given options, eigenvectors for the
1

and 1

corresponding eigenvalues can be

1

33. (a) We have

0 -1 1
A=|-1 0 0
1 1 1
Now,
0-14 -1 1
|A—)LI|= -1 0-4 0 |=0
1 1 1-1

= (0-A)[0-A)(1—2)-0]+1[(A-1)-1]
+1[0-(0- )] =0

= -A[-A+ 27| +1[A-2+1[A] = 0
= - A +A+A-2+1=0
=2A3-22-20+2=0
=22A-1)-214-1)=0
= -2A-1)=0
= (2 ++2)(2-2)(A-1)=0

Hence, eigenvalues are A = \/5, *\/5, 1.

34. (b) We have

S = =
o~ o
S=N=)




Now,

(A-AD)=| 1 4-4 0 |=0

= (@-A)[A-2)E-2)-0]-1[0-0]+0[0-0]=0

=M@4-2)4-1)B-1)=0
.. Eigenvalues of the matrix are A = 4,4,5.

35. (d) We have
1 10
A=0 2 2
0 6 3

The characteristic equation is given by

lA- ALl =0

= [1-A)[2-2)B-2)-0]-0[3-2)(2-2)-0]

+0[2-0]=0=(1-24)(2-1)(3-1)=0
A=1,23

Using |A—AI| X =0

and putting A = 1, we get

0 1 Oz 0
0 1 2|ly|=10
0 0 2|z 0
y:
y—22=10
2z =
22=10
Hence, z =k, y=0, 2= 0.
k
Therefore, the eigenvector can be of the form [0].
Now putting A =2, we get 0
-1 1 0f|z 0
0 0 2||ly|=10
0 0 1|z 0
—z+y=0 >r=y
22=10 =2=0
z=0

Hence, z =k, y=Fk 2= 0.
k
Therefore, the eigenvector can be of the form |k|.
0
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Now putting 4 = 3, we get
-2 1 0z 0
0 -1 2|ly|=10
0 0 0z 0
2r+y=0=z=1y/2
—y+22=0=y=2z

Hence, z = 2k, y = k, z = 2k. o%

Therefore, the eigenvector can be of the form | k |.

2k
Hence, the eigenvector which is not of the matrix
1
Ais [2].
0
. (b) We have

A:

S O N
= W Ot
= O O

The characteristic equation is given by
|A - Al | =0

2-2 5 0
0 3-4 0
0 1 1-2

=02-4)B-1)1-1)=0
A=123
Now, using |A - /U|j5\( =0
Putting A = 1, we get

1 5 0f|lz| |0
0 2 Olly|=1|0
0 1 0=z 0
z+5y=0
2y =20
Thus, the eigenvector can be of the form |0].
Putting A = 2, we get k
0 5 O0flz 0
01 Ofly|=|0
0 1 -1z 0
5y =20
y=20
y—z=0=>y==2
k
Thus, the eigenvector can be of the form |0].
0



